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AWS Regions

The most secure, extensive, and reliable Global Cloud Infrastructure
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AWS Local Zones

SENSITIVE APPLICATIONS AT THE EDGE USING AWS
TRUCTURE AND SERVICES
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LOW LATENCY FULLY MANAGED CITIES
Extends AWS infrastructure services, Fully owned, managed, and supported New type of AWS infrastructure
APIs, and tools to where customers by AWS that places AWS compute, storage,
need it to support low-latency networking, and select AWS
applications services closer to where your end
users are located
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AWS Outposts

UCTURE AND SERVICES IN YOUR ON-PREMISES LOCATION
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AWS DESIGNED FULLY MANAGED AWS API
Same AWS-designed infrastructure Fully managed, monitored, Single pane of management in
as in AWS data centers and operated by AWS as if in the cloud providing the same
(built on AWS Nitro System) AWS Regions APIs and tools as
in AWS Regions
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Broadest and deepest platform choice

CATEGORIES

General purpose
Burstable
Compute intensive
Memory intensive
Storage (High 1/0)
Dense storage
GPU compute

Graphics intensive

CAPABILITIES

Choice of processor

Fast processors
(up to 4.5 GHz)

High memory footprint
(up to 24 TiB)

Instance storage
(HDD and NVMe)

Accelerated computing
(GPUs, ASICs, Video, FPGAS)

Networking
(up to 800 Gbps)

Bare metal

Size
(Nano to 112xlarge)
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OPTIONS

Amazon EBS

Amazon Elastic Inference

©

MORE THAN

INSTANCE TYPES

for virtually every
workload and
business need
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Greatest variety and availability to meet your global

workload needs
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intel.

350+ Intel instances

16 years of partnership

General purpose
T3 | M6i | M6in

Compute-optimized
C6i | C6in | Hpcbid

Storage-optimized
14i | D3/D3en | H1

Memory-optimized

R7iz | R6i | R6in | X2idn / X2iedn | Z1d

Accelerated compute
Gaudi Instances | P4 | G4dn | F1
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The AWS
Nitro System
architecture

Offering strong security,
performance, and innovation
in the cloud
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Nitro performance for real-world workloads

Amazon EC2 instances can deliver over 15% higher throughput performance
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aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
N7



The Nitro System

Nitro Cards

D:¢]%

VPC Networking
Amazon Elastic Block Store
(Amazon EBS)

Instance Storage

System Controller
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Nitro Security Chip

Integrated into motherboard
Protects hardware resources

Hardware Root of Trust

Lightweight hypervisor
Memory and CPU allocation

Bare Metal-like performance



Innovating with Intel

16 YEARS OF COLLABORATION AND INNOVATION WITH AWS

&
C°/,=»D 5%
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Collaboration Extensive integration Fastest
Deep engineering collaboration Over 350 Amazon EC2 instances are powered Fastest processor in the cloud and widest
across AWS portfolio by Intel processors selection of Ice Lake instances

Recent intel-based instances

141 X2IDN X2IEDN X2IEZN MGID@ C6ID® R6ID®
STORAGE- MEMORY- MEMORY- HIGH- GENERAL COMPUTE- MEMORY-
OPTIMIZED OPTIMIZED OPTIMIZED FREQUENCY PURPOSE OPTIMIZED OPTIMIZED

dws
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Amazon EC2 C6id, M6id,
and R6id instances

AVAILABLE NOW

EC2 instances powered by 3" gen Intel Xeon Scalable processor
and NVMe attached storage

* Equipped with up to 7.6 TB of local NVMe-based SSD block-level storage for
workloads that needs access to high-speed, low-latency storage

* Deliver up to 15% better price performance compared to previous gen C5d, M5d,
and R5d instances

* Up to 2x faster networking and 20% higher memory bandwidth
* Support for Total Memory Encryption (TME)

* Ideal for core computing workloads that need access to high-speed, low latency
storage.

aWs © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Amazon EC7 R7iz instances

PREVIEW

High-frequency memory-optimized instances powered by
4th generation Intel Xeon Scalable processor

* Upto 128 vCPU, up to 1 TiB of memory to provide up to 2.6x more vCPU and memory
compared to comparable high frequency instances

* Up to 20% higher performance when compared to comparable high frequency
instances

* First x86-based EC2 instance to use DDR5 memory and deliver up to 2.4x higher mem
bandwidth over comparable high frequency instances

* Designed for workloads such as front-end Electronic Design Automation (EDA),
relational database workloads with high per-core licensing fees, and financial, actuarial,
and data analytics simulation workloads

aWs © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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High performance computing (HPC)

Intel-based EC2 instances power the most computationally demanding applications in a cost-effective way at scale. Intel
and AWS offer a comprehensive set of compute, networking, storage, and visualization technologies to give customers an
ideal environment for HPC workloads. Coupled with an extensive partner ecosystem, customers are empowered to

innovate more freely.

Compute networking
performance

Compute performance

Fastest compute

Balanced M6i
networking (+M6in, M6idn)

aws
~—
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Ideal choice for HPC workloads, data lakes

Network appliances that can take advantage of improved
network throughput and packet rate performance

Optimized for compute-intensive workloads

Deliver cost-effective high performance at a low price per
compute ratio

R7iz and z1d targets both memory- and compute-intensive apps

R7iz and z1d is ideal for EDA, gaming, and certain relational
database workloads with high per-core licensing costs

General purpose instance that provides a balance of compute,
memory, and network resources

Good for many applications including web, application and
gaming servers, and small to mid-size databases

Up to 200 Gbps network bandwidth
80 Gbps of EBS bandwidth
EFA support on the 32xlarge and metal sizes

AVX-512
4GB/core memory

Intel Total Memory Encryption (TME)

High single-thread performance with sustained all core
frequency up to 4.5 GHz

z1d = 16 GiB/vCPU memory
z1d has up to 1.8 TB of instance storage
M5zn — up to 100 Gbps network bandwidth

8 GB/core memory
Up to 200 Gbps network bandwidth (M6in)
Up to 7.6 TB of instance storage




Amazon EC2 Hpcbid inst

Best price performance for memory and data-intensive HPC workloads in Amazon EC2

, Y

Optimized for for data intensive HPC

200G networking with EFA Price performance benefits
workloads
2x higher Elastic Fabric Adaptor performance over Up to 2.2x better price-performance for data-intensive 1TB of instance memory and 15.2 TB of NVMe
current generation HPC instances for increased HPC workloads such as Finite Element Analysis (FEA) storage to accelerate seismic, energy, and FEA
application performance over comparable x86-based instances workloads
aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Scale-Out Computing on AWS

—H

Web UI

Users Elastic
(access web Ul, Load Balancing > @
DCV, ssh (manages access)  —

to scheduler)

DCV graphical
sessions

!

Amazon FSx
for Lustre

N
7

1

Amazon EC2 Python scripts Amazon EC2 Amazon Elastic
(scheduler instance) (used to run jobs) Auto Scaling File System
(launch instances
| to run jobs)

J
1ol (&

Amazon Simple Storage

Service
Amazon AWS
Elasticsearch Service Secrets Manager i
(stores job and host  (stores cluster information) (storage options for either
information) persistent or ephemeral
EIE))]
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Intel-based Amazon EC2
i n Sta n Ce S fo r IVI L DL boost for inference, single-node training
Skylake/Cascade lake

‘ X1
\ Xle
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Burstable High 1/0 Large

A

High frequency Compute- General Purpose Memory-intensive
intensive memory
M5, C5 instances are suitable for all R5 instances are for memory-intensive T3 instances are better suited for ML
computer vision, ML, and DL inference workloads that use 3D-CNN/BERT- large/T5 applications and low-compute DL
workloads topologies with memory requirement more inference applications
than 192 GB

Bare metal instances are preferred for large
topologies such as HVYM-based instances, which
add ~10% performance overhead

C5n instances are suitable for distributed deep learning
training due to the high NW performance required for
inter-node communication

For more info, visit https://aws.amazon.com/ec2/instance-types/

aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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https://aws.amazon.com/ec2/instance-types/

Habana Gaudi-based instances — DL1

ML TRAINING POWERED BY NEW HABANA GAUDI PROCESSORS FROM INTEL

New Amazon EC2 instances built
specifically for ML training and powered
by up to 8 new Habana Gaudi processors
from Intel

Will deliver up to 40% lower cost to
train deep learning models over GPU-
based instances

dws
~—
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Will allow customers to iterate and
train models more frequently

Benefit from full stack of Amazon EC2
services — DL AMIs, DLC for
containerized applications, ultimately
Amazon SageMaker

Developers can implement Gaudi-
based instances via Amazon ECS and
Amazon EKS for containerized
applications

Will support common frameworks like
TensorFlow and PyTorch

Wide range of ML workloads for
applications including NLP, image
classification, object detection, and
recommendation systems

For efficient scaling across multiple
Gaudi-based Amazon EC2 instances,
support for AWS Elastic Fabric Adapter



Resource optimization

Cost Performance
Maximize value you Ensure your
derive from your spend provisioned capacity

meets workload
requirements

aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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AWS Compute Optimizer

Resource
configuration

T —
+
[

Utilization data

= W
(@) Recommendations — .‘@" S {\C\J":i:@

AWS Compute Optimizer
Identifies whether your AWS Cross-service integration Reconfigure resources
resources are optimal and offers Resource analysis Recommendations can be exported to Use the recommendations to
recommendations to improve Use machine learning to analyze the Amazon S3 and are integrated with reconfigure your resources for
performance current configuration of your AWS Cost Explorer and AWS Systems cost reduction and performance
resources, and their utilization data Manager improvements
from Amazon CloudWatch, to
generate recommendations
aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Example: Amazon EC2 instances
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M5.2xlarge

vCPU: 8

RAM: 32 GiB

Instance storage: EBS only
Network: Up to 10 Gbps
Estimated monthly cost:
$280.32

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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~40% CPU utilization during the day
~10% CPU utilization during the night
~30% RAM usage throughput

<1 Mbps network usage more than 99% of the
time

<2 IOPS more than 99% of the time
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vCPU: 4

RAM: 16 GiB

Instance storage: EBS only
Network: Up to 10 Gbps
Estimated monthly cost: $140.16
Savings: 50.0%

Risk: Low

vCPU: 4

RAM: 16 GiB

Instance storage: EBS only
Network: Moderate

Estimated monthly cost: $121.47
Savings: 56.7%

Risk: Medium

vCPU: 2

RAM: 16 GiB

Instance storage: EBS only
Network: Up to 10 Gbps
Estimated monthly cost: $91.98
Savings: 67.2%

Risk: Medium



Continuous profiling and continuous optimization

=2 gProfiler

Insights
+ e [o— [ R ——
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gProfiler

PRODUCTION PROFILING, MADE EASY

Low-overhead continuous production CPU . e e T oo T T
profiling ' -

Free and open source
SaaS and standalone deployments

One of the first
optimization-driven profilers

Purpose-built for collaboration B

* Wide runtime coverage:

GO @ (@ @ € &

aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Optimization use case

Background Investigation

Deployment of new service 40% of CPU spent
performing regex

10-machine cluster
Regex is not CPU-efficient

gProfiler deployed on inception

aws
~—
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gProfiler process

Optimization

Replace regex by
finite state machine

Reduced CPU utilization
from 40% to 9%

NS

CPU utilization of cluster drops from
50% to 25%

Cluster size decreased
to 4 machines



Regex hogging CPU

Before optimization

% flamedb Q Process names = Weight 2021-12-

Actions

runtime.goexit
github.com...wnloadPart mainworker runtime....emstack
github.com...nloadChunk mainG..FromS3 | mainParseStackFrameFile runtime....func2
github.com...nloadChunk github.. wnload ma.k  mainextractStack time % r 01% P ) runtime.gcDrain
io.copyBuffer github...ontext regexp.(*Regexp).doExecute runti...bject
github.com/..unk) Write github... wnload r. regexp.(*machine). match
gi.t runti..mmove github....tChunk e *machine).add regexp.(*machine).step
ru.e github....dChunk exp.{*machine).add rege...add
u..c github....dChunk regexp.{"machine).add
rn.e io.copyBuffer regexp.(*machine).add
r.$ github... Write regexp.(*machine).add
g. run.ve regexp.{"machine).add
r. regexp.{*machine).add
o regexp.{*machine).add
. regexp...ne).add
regex..).add
reg...add
r.d

aws
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Regex hogging CPU

After optimization

% flamedb Q Process names = Weight © 2021-12-19,12

Y Q_ Search # Actions

of 668061

indexer java
runtime.goexit

github.com/aws/..r).downloadPart  m... mainworker runtime.systemstack

github.com/aws/....downloadChunk mainGetFileFromS3 main.Parse...FrameFi main.ParseStackFramefile

github.com/aws/...ryDownloadChunk github.conva...er.Download

io.copyBuffer github.com/a...WithContext z runtime.scanobject

github.com/aws/a... dichunk) Write github.com/a...er) download run.ct .t
gith.eAt  runtime.memmove github.com/a...er) getChunk
runt...ice github.co wnloadChunk
runt...cgc github.com/a...wnloadChunk
run..rge lo.copyBuffer
un..rs github.com/a...chunk)Write
git.At  runtim..mmove
run.ce
run...gc
ru.ge

ru.rs

aws
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Optimization use case

Background Investigation

Turned to profiling to reduce cloud 18.5% of CPU time spent on
costs _get_pk_val function
Django (Python) application Indicates unnecessary queries

to the database

aws
~—
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gProfiler process

Optimization

Cache the returned values

Compare the values and spare
unnecessary database operations

Results

3% of CPU time spent on
_get_pk_val function

Cluster size decreased by 15%



Deep vs. shallow comparison

Before optimization

celery
<modules (venv/bin/celery)_[p]
main (Jopt/app/venv/local/

Tisite-packagesfceleryd  main_py) [p]
b/pythonZ.7/s kagesfcelery/binfcelery.py)_[p]
execute_from cumn\andlme ¥ -\pt.’apﬂh'en.: Dmlflmtpvmcnz 71‘5\!:& pac age&l:elemhlr\'celarv py)_[p]
ine (fopt/a

handle am an!w!venwlocalﬂblpmnz T.rsit&pncmueﬁ’celerwblnlnelend wup]
execute (fonh’apn.r‘vmvrlnmlﬁhfmhon! 7/site-packages/celery/bin/celery.oy)_[p]
2.7,

dws
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start Uuwdppf nvylo al;hb,ipr:hn.
start (foptfapp/s Tyt

tarttupt.’a:pwe
("Lpl".:ppl'a:n\u

start (foptfapp/ foyth.

_Popen (fopttappivanwlnamlbipy..
__init__ (fept/app/veny/Tocal/lib/py.
_launch {fopt/app/venv/iacal/lib/py.

bootstrap (fopt/app/venv/local/lib..

run {fopt/apoiveny/loca|/lib/python,
__call__ {/opt/app/venv/iocal/lib/p.
rkloop (fopt/
fast trace task fopt)‘apmvenwloc
k {fopt/app/venv/localfli
__protected_call__ (/opt/app/venv/
start_scan wamum
new_function
unpack {foptfa

PY.
start (Japuappfuemrlocal.flnbfpﬂhon . 7/site-packages/celery/worker/consumar/consumer. py)_{p]
start (/opt/app/venv/lacal/lib/python2.7/site-packages/celary/bootsteps.py)_[p]
start {Jopt, *a;:p;venw’luccl.-lnh;pithun" 7{ ][ka;ES,"{_E\P ‘worker/consumer;
asyn 'celery/worker) .¥)_[p
create_loap Unpﬁapojnnv,‘h:alﬂlb,‘pmanz :'j'swu-packagﬁhwwmmmwhub py)_[p]
it (;‘apt-‘app,,‘uenurlncnl,’llh'p,'thnn’ '/site-packages/ Iamcnnmmncyfa;\rnpmlp
/local/liby pytd i ol.

SUMEN. Py

g ssu'lpt;'appl\fﬁ vl al;lb e-pack
start (fopt/app/venv/lecal/lib/python2.7/site-packages/billiand/process.py)_[p]
_Popen (fopt/app/venv/iocal/lib/pythan2. 7/site-packages/billiard/context. [p
__init__ {fopt/app/venvflocalilib/python 2. 7/site-packages/billiard/popen_fork. ov)_[p]
launch (/opt/app/venv/local/lib/python2. 7/site-packages/ollliarc/popen fork.py) [p]
_boolstrap [fopt/app/veny/localflib/python? 7 /site-packages/billiard/pro
run (/opt/app/venv/local/lib/pythan2.7/site-packages/billiard/ process. py)_[p]
__call_ (foptapp/veny/iocal/lib/ python2. 7/ site- packages/ billiard/pocl.py)_[p]
op {/optiapp/venv/lacal/lin/pythos pa:kage:,’mlllard.upaol oy} _[F]
/appivenv/localflib/pytho I"fl’ip trace,
iflacal/lib/| N2, 7/site- 2,
{/optfapp/venv/local/lib/python2 TIIIEMIGQWOEMIDDDRMD!-W) [l
t_scan (/opt/app/mantis/scans/tasks.py)_|
[ new_function {foptfapp/venv/localflib/python?. 7/site-packages/timeout_decorator/timenut_deca..
unpack (Jopt/app/mantis/unpackers/tasks.py)_[p]
_unp.. extract scan (/opt/app/mantis/unpackersfextractors/  Inlt__
filte.. fram_; ar
| sort_and_filter (fopt/app/mantis/unpackers/extractors/base
sart_and_filter_urls (/opt/app/mantisfunpackers/extractors/.
sort_and_filter_urls (/opt/app/mantisfunpackers/extractors/b..
_should_.. _shaulc_nok_extract_url {fopt/app/mantisfunpac..
match_all.. _is_url_whitelisted (fopt/epp/manti.. match_all (..
fiter_.. [ELpathumEWhitelsE(opt/app/man) | filter_ena
filter_enabled_for_organization (.
fitter_cache_enabled_for_organizat. ~_f
| lor_filter (fopt/app/mantis/core.. || __:
| _=dd__ unpr,!appmsnusfr fl
__eq__ {foptfe

scan_static. loally (fowapwmanhsis-nnat
{fop tis/si
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Deep vs. shallow comparison

After optimization
Matched: 3.39

<module= (venv/bin/celery)_[p] [unknown]
main (fopt/app/venv/local/libpython2.7/site-packages/celery) main__.py)_[p]
main {/opt/app/veny/local/lib python2.7/site-packagesi celery bin/celery. py)_[p]
execute_from_commandline [/opt/zp cal/lib/python2. 7/site-packa lery/bin/celery.py)_[p]
execute_from_commandline [fopt/app/veny, I/lib/python2. 7/site-paci lery/bin/base.py)_[p]
|handle_argv {/opt/app/venv/local/lib/python2.7/slte-packages/celery/bin/celery.py)_[F]
execute (/opt/app/venvyiocal/ i/ python2.7/site-packages/celery/bin/calery.py) _[F]
run_from_argv (fopt/app/venv/local/lib/python2. 7/site-packages/celery/bin/worker.py} [p]
call celel
T [0 i/ P varTv/ o

tﬁappavenw‘\otal;‘hb.r‘wman fs\te-pa:ka'ges{:elew 1
start (Jopt/app/venv/local/lib/python2.7/site-packages/celery/bootsteps.py)_[p]
[etart (fog.. start (/opt/app/veny/locelflib/pythonZ. 7/site-packzges/celery/warker/consumer/consumerpy)_[p]

P 5
_event_process_exit Uoptfapp-‘venv.rmu‘lih.’pvtmnz 7Iske-pad:mesicalew{mnwmcyhs-mpud py)_[p]
maintain_poal (/opt/app/venv/local/lib/python2.7, I:e-pad:agesihllhardfpuul oy)_[p]

m _malntain_pool {/opt/app/veny/le:

_pool {/opt/app/ venv;’local:’llbfp,?honz nsltp—p
te_veorker_process (/o

_vnpm Unpq,'npp,rvm,rlml,!llb}'pytmnz J',fslm-pa:lﬂo&'umtrdfmnmn py)_Ip]
__init__ (Joptfapp/venv/localflibjpython? 7/site- packages/billiardfpopen_fork. py)_[p]
_launch (fopt/app/venv/local/lib/pythonZ.7/site-packages/billlard/popen_fork.py)_[p]
_bootstrap (/opt/app/venv/local/lib/python2. Udte—pnckagm,fﬂlllardfmss my)_[p]
run (/opt/app/venv/local/lib/python2.
_call__ t/appsveny/incal/lib/;
| workloop (fopt/app/venv/local/ib/py ite-packages/
_fast trace_task {/opt/app/veny/local/llb/python2.7/slte-packages/celery/app/trace.py) _[p]
trace_task (/opt/app/venv/local/lib/pythonZ.7/site-packages/celery/app/trace.py)_[p]
cted_call__ (/opt/app/venv/local/lib/python2.7/ kages/celery/app/trace py)
tor/dmeout_de.. 9a.. |scar static_locally (/opt/app/mantis/signaturesita..  set scan_whitelist (/opt/app/ma start_rema
i pt/app/mantis/signatures/tasks.py).. [calc whitelist tags (foptiapp/mantis/sca. _ call_ (/op..
extract_scan (fopt/ap) mannslunpac»ers'entmmm init__.py)_[p] hlter enablad_for_organiz; find_whitelist_for_scan (fopt/app/mantis.. N
_create_chlldren_from_extractor (fopt/app/..  extrac.. ety B ~ filter_cache_erabled_for_o.. nat.. fliter_.. match_lter (/opt/apa/man. call__ (fop.. ||
sort_and_filter (/opt/app/mantis/unpa or_filker {fopt/app/man.. | filter_. ker_e r. scan_finished.
sort_and filter urls (fopt/app/mantis/unp filtar (fopt/app/mantis.. I ] or fil.. [Egafilker cache enabled.. calculat. 5.
r_urls (foptfapp/n funp: find (fopt/app/mantis.. filter . .. or_filter (fopt/app/.. calculat..
_should_nat_extract_ur! (fopt/a T 1 £ ] _find (fopt/zpp/manti.. find | st/appd
- [] _find .. find {fopt/app/mal de:
s_path_in_whitelist op! _find {feptfapp/man..
filter_enahbled_for_crgani.
fileer_cache_enabled_for.,
or_filter {foptfapp/m..
. | filter (fopt/app/mant..
... find (fopt/app/mand.
_find (foptfapp/mant
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Granulate optimization process

Start by identifying potential for
optimizations on relevant
customer workloads using

gProfiler

dws
~—

Agent learns workload data
patterns and makes optimized
resource management decisions
in real time

© 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Immediately lower CPU utilization
and latency with adjusted OS- and
runtime-level resource allocation

Realize lower costs by leveraging
improved machine performance
to reduce cluster size and
compute spending



Use cases

LINUX-BASED EVERY ARCHITECTURE MICROSERVICES COMPUTE BIG DATA

‘ ’ Cloud
u SBETK:

*80% of production -
workloads run on Linux Hybrid On premises .
(— 1
== Elasticsearch
aWS © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Takeaways

Amazon EC2 >250 instance types for database,
SAP, VMware, Al, HPC, and more

AWS ParallelCluster as

Intel Select Solution
VMware

Cloud on

Amazon SageMaker
Personalize and Amazon
Rekognition

>40 SAP-
certified
instances

AWS DeepRacer

AWS Outposts
AWS Wavelength

AWS Deeplens

AWS loT Greengrass

Alexa voice service {:8

Amazon Echo Amazon Echo
Look Show AWS |oT Core Amazon S3

AWS Deep
Learning AMls

dws
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Close collaboration between Intel and AWS
has resulted in excellent end user experience
and customer successes

Instance types with the best TCO on Intel can
accelerate your customers’ applications
across a variety of workloads

Existing solutions for deployment with many
successful outcomes can deliver both high
performance and cost savings

Boost application performance and reduce
infrastructure cost with continuous profiling
and continuous optimization



Thank you!

kevinshs@amazon.com
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